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B cepBep c paboTatowen cuctemon noHagobmnocb fobaBUThL ewe oANH ANCK. [JaHHbIE O
niaatgopme:

# uname -rsm
FreeBSD 10.1-RELEASE amd64

B 6onee paHHux Bepcuax FreeBSD nnsa ston uenu s nonb3oBancs ytunutamm bsdlabel n fdisk.
Tenepb >e nonpobyem NoNyYMTb Takon e pe3ysbTaT, UCNOoNb3ysa YTUNAMTy gpart.

[N Ha4yasia NPoOBEPUM, KaKne ANCKW NPUCYTCTBYIOT:

# camcontrol devlist

<WDC WD30EZRX- O0SPEBO 80. 00A80> at schbusO target O lun 0 (pass0, ada0)<ST380811AS
3. AAE> at schus4 target O lun O (passl, adal) <ST380811AS 3. AAE>
at scbus4 target 1 lun O (pass2, ada2)

Bonee nogpobHyo MHOPMaALMIO 0 ANCKAX MOXKHO MOJYYUTb CaeayloLlmm obpa3om:

# geom disk list

Geom nane: adaOProviders: 1. Name: adaO Medi asi ze: 3000592982016 (2.7T) Sectorsiz
e: 512 Stripesize: 4096 Stripeoffset: 0O Mode: rOwl0e0  descr: WDC WD30EZRX- 00S
PEBO | uni d: 50014ee2b4906bad i dent: WD WCC4E1219859 fwsectors: 63 fwheads: 1
|[6Geom nane: adalProviders:1. Nane: adal Medi asi ze: 80025280000 (75Q Sect or si ze:

512 Mbde: rilwlel descr: ST380811AS ident: 3PSOHEL19 fwsectors: 63 f wheads:

16Geom nane: ada2Provi ders:1. Nanme: ada2 Medi asi ze: 80026361856 (75Q Sectorsiz
e: 512 Mode: rilwlel descr: ST380811AS i dent: 3PSODWCL fwsectors: 63 f whead
s: 16

Onckn adal n ada2 aBnA0TCA YHacTaAMU 3epKasia, CO34aHHOro C MOMoLbL gmirror [1], Ha
KOTOpPbIN, COBCTBEHHO W YCTAaHOBJIEHA CUCTEMA:

# df
Fil esystem 1K- bl ocks Used Avail Capacity Munted on/dev/mrror/gnmda 7
3122268 15146040 52126448 23% / devfs 1 1 0

100% / dev

# gmirror status

Narme Status Componentsmirror/gn0 COVPLETE adal (ACTI VE)
ada2 (ACTI VE)

Ha oncke adaO elwe HeTy pa3MeTKu:

# gpart show ada0
gpart: No such geom: adaO.
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Co34a40MM HOBbIW C/NAWC HA 3TOM JUcCKe:

# gpart create -s gpt /dev/adaO
adaO0 created

MpoBepuM, 4HTO MOMEHANOCH:

# gpart show ada0

=> 34 5860533101 adad GPT (2.7T) 34 5860533101 - free -
(2.7T)

Cnegyowmi war - cozgaHme dannoson cuctemol. Tun cannoson cnctemol - UFS (Unix File
System).

# gpart add -t freebsd-ufs /dev/ada0
adaOpl added

lMpoBepuM eLle pa3, Kak U3MeHWslacb pa3MeTKa ANCKa:

# gpart show ada0

=> 34 5860533101 ada0 GPT (2.7T) 34 6 - free -
(3.0K) 40 5860533088 1 freebsd-ufs (2.7T) 5860533128 7
- free - (3.5K

Co3pagnm hannoByo CUCTEMY:

# newfs -jU /dev/adaOpl

/ dev/ adaOpl: 2861588.5MB (5860533088 sectors) block size 32768, fragnent size 4096

usi ng 4571 cylinder groups of 626.09MB, 20035 bl ks, 80256 i nodes. with
soft updat essuper-bl ock backups (for fsck ffs -b #) at: 192, 1282432, 2564672, 38469
12...5857272512, 5858554752, 5859836992Using inode 4 in cg 0 for 33554432 byte journ
al newfs: soft updates journaling set

MpenBapuTenbHO CO34aANM KaTasior, KOTOpbIn ByaeT ABAATbCA TOYKOM MOHTUPOBAHNSA CO3AaHHOM
hannoson cucteMsbl. [TOCKONbKY Ha 3TOT pa3fen naaHupyto "cameaTbh" 6ekanbl, Ha30BEM KaTasnor
COOTBETCTBEHHO:!

[# mkdir /backup

Tenepb NPUMOHTUPYEM pa3fen K haJIoBon CUCTeME:

[# mount -t ufs /dev/adaOp1l /backup

MNpoBepuM NPUMOHTUPOBAHbIE (han0BbIE CUCTEMBI:

# df
Fil esystem 1K- bl ocks Used Avail Capacity Munted on/dev/ mrror/gnda
73122268 15149328 52123160 23% / devfs 1 1
0 100% / dev/ dev/ adaOpl 2838261288 8 2611200380 0% / back
up

Tenepb nocnegHun WTpux. BHecem nameHeHus B /etc/fstab, 4Tobbl hanoBasa cuctema
aBTOMaTUYECKN MOHTUPOBAsaCb Noce nepesarpyskn CUCTEMbI:

|# echo '/dev/adaOpl /backup ufs rw 2 2' >> [etc/fstab
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NcTouHuk (nonyyeHo 2026-01-31 13:40):
http://muff.kiev.ua/content/gpart-dobavilenie-novogo-hdd-v-sistemu

CCblIKM:
[1] http://muff.kiev.ua/content/gmirror-programnyi-raid-1
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